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ML data & models

• Lomax
• LEN-DB
• STEAD
• Speech commands
• EMG
• S&P 500

• VGG16
• Resnet50
• Alexnet
• ConvNetQuakeINGV
• MagNet
• MLSTM FCN
• TCN

• Gravitational waves (GW) were
discovered on September 14, 2015

• There are many challenges in data
analysis and noise characterization
for GW detectors

• Seismology waveform data can be
used to mimic GW data

• It is not always possible to collect sufficient data
for quality predictions

• The research focuses on two issues
• Is it possible to improve the accuracy of

detection and determination of the magnitude
of an earthquake?

• Is it possible to achieve good accuracy even in
the case of small datasets?
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• Multiple machine learning architectures
were tested: two specialized for eartquake
detection and two general architectures
for time series tasks

• Grid search was performed to find optimal
values for hyperparameters

• All combinations of datasets and ML
architectures were tested

• Knowledge was transferred within and
between different domains

• Evaluation was carried out on
realistic datasets of small size

• Every small dataset was used in two
variations: one with 1500 training samples
and other with 9000 training samples

• Transfer learning models were compared
to their counterparts obtained by
traditional machine learning
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• Some computations were performed
using the resources of HPC cluster
Isabella based in SRCE - University of
Zagreb, University Computing Centre
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Results
• Models trained with TF representations

yielded better results than base model
• Models trained with transfer learning

experienced performance boost and
faster convergence compared to
traditionally trained models

• Transfer learning models achieved
better performance even on small
datasets

Conclusions
• This research demonstrated that an

adequate time-frequency representation
or method of knowledge transfer can
yield better performance in comparison
with the traditional approach

• Through these results, we want to raise
awareness of the importance of these
methods and their benefits
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